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Abstract

We introduce Ensembled Dynamic Bayesian Networks (EDBN), an ensemble approach to learning salient dependence relationships and to predicting values for continuous temporal data. By training individual Bayesian networks on both a subset of the data (bagging) and a subset of the attributes in the data (randomization), EDBN produces models for continuous domains that can be used to identify important variables in a dataset and to identify relationships between those variables. We use linear Gaussian distributions within our ensembles, allowing EDBN to handle continuous data while providing efficient network-level inference. By ensembling these networks, we are able to represent nonlinear relationships. EDBN can also be used to explore the properties of a domain, both by counting how frequently two variables are found to be dependent upon one another when creating networks, and by estimating the importance of each variable for prediction.

We empirically demonstrate the effectiveness of EDBN on two meteorological domains. The first is the Storm Scale Ensemble Forecast (SSEF), which contains multiple meteorological model forecasts. We show that EDBN can be used to combine these forecasts, resulting in rainfall prediction that is better than the mean prediction. In the second domain, we demonstrate EDBN’s utility for storm prediction, with empirical results showing that EDBN achieves better prediction results than the model prediction and persistence prediction.
Chapter 1

Introduction

Random Forests, introduced by Breiman (2001), have been shown to perform well in a variety of settings, such as genetics (Diaz-Uriarte and Alvarez de Andres 2006), astrophysics (Albert et al. 2008), and land use classification (Chan and Paelinckx 2008). Recently, the Random Forest methodology has been successfully applied to decision trees that are not traditional C4.5 trees (Supinie et al. 2009; McGovern et al. 2010) and to discrete Bayesian Networks (Utz 2010). Inspired by this success, this thesis develops ensembles of Bayesian Networks that can handle continuous, temporal data, and that can be used to investigate the dependence relationships that exist within a domain. Because a major benefit of a Bayesian Network is its human-readability, and ensembles are inherently difficult for humans to interpret, we also provide techniques for analyzing the importance of variables within a domain and for analyzing common structural features in the ensemble. We empirically demonstrate the effectiveness of our Ensembled Dynamic Bayesian Networks (EDBN) on two real-world meteorological domains.

In Chapter 2, we provide the necessary background for the development of EDBN, including an overview of Bayesian Networks, Linear Gaussian Networks, and the key features of Random Forests. Chapter 3 describes the details of EDBN and develops an approach to prediction that allows EDBN to predict
nonlinear relationships. Chapters 4 and 5 present empirical results on two meteorological domains. Chapter 4 focuses on the Storm Scale Ensemble Forecast data, where we use EDBN to combine individual meteorological model forecasts into a final forecast. Chapter 5 presents results for a storm prediction task, comprised of reflectivity prediction, vertically integrated liquid prediction, and echo top prediction. We demonstrate that EDBN performs well in both of these domains. Finally, Chapter 6 contains concluding remarks as well as avenues for future work.
Chapter 2

Background

2.1 Notation

We use capital letters to refer to random variables or sets of random variables, such as $A$ or $X$. We use bold to distinguish vectors and matrices from scalars, and for a random variable $A$, $\mathbf{A}$ denotes a vector of values sampled from $A$, while $a$ denotes a single value sampled from $A$. We refer to the unconditional mean of $A$ as $\mu_A$, and to the standard deviation of $A$ as $\sigma_A$. For a set of random variables $X$, $\Sigma_X$ denotes the covariance of $X$. For any vector or matrix, $\mathbf{A}_i$ refers to the $i$-th value or row in the vector or matrix. $|\mathbf{A}|$ represents the Euclidean norm of the vector $\mathbf{A}$.

We represent a Gaussian distribution with mean $\mu$ and standard deviation $\sigma$ as $N(\mu, \sigma)$. The value of the Gaussian distribution with mean $\mu$ and standard deviation $\sigma$ at a point $x$ is represented by $N(x; \mu, \sigma)$.

2.2 Bayesian Networks

Bayesian Networks provide a compact representation of a joint probability distribution as a directed acyclic graph (DAG) (Pearl 1988, 2000). Each vertex in the graph corresponds to a random variable, and each edge in the graph corresponds to a dependence relationship between two variables. Each vertex has a
corresponding local probability distribution associated with it. If the structure of the network is specified by a domain expert, or if the structure is learned from data under certain assumptions, edges can represent either causal relationships or correlations (Pearl 2000). However, in general, if a structure is learned from data, then edges only represent correlation.

To illustrate why Bayesian Networks are useful, consider the Slippery domain, from Pearl (2000). This domain contains five discrete random variables related to (and including) the slipperiness of the ground. The full conditional probability table is shown in Table 2.1, which shows the probability of the surface being slippery for every possible value of the other variables. Even for this small domain, the CPT is large (32 rows). In contrast, the Bayesian Network for the Slippery domain (Figure 2.1) contains a total of 18 rows across all vertices.

However, compression is only one benefit of Bayesian Networks. Both the underlying structure of a Bayesian Network and the parameters for the conditional probability distributions at each vertex can be learned from training data. Learning the structure of a Bayesian Network can help uncover important relationships within a dataset, and with learned parameters, Bayesian Networks can be used for prediction. However, finding the optimal structure for a dataset is NP-complete, forcing the use of heuristics (Chickering 1996).

We describe structure learning next. We postpone the discussion on parameter learning until Section 2.4, as the details of parameter learning depend on the type of probability distribution used at the vertices.

There are two main approaches to structure learning. The first approach is search and score, which searches through the set of possible structures and scores them according to some metric, eventually choosing the highest scoring model found during the search (Heckerman et al. 1995; Geiger and Heckerman 1994;
<table>
<thead>
<tr>
<th>P(Wet)</th>
<th>Sprinkler</th>
<th>Rain</th>
<th>Season</th>
<th>Slippery</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>On</td>
<td>Yes</td>
<td>Su</td>
<td>Yes</td>
</tr>
<tr>
<td>0.99</td>
<td>On</td>
<td>Yes</td>
<td>Su</td>
<td>No</td>
</tr>
<tr>
<td>1.00</td>
<td>On</td>
<td>Yes</td>
<td>Sp</td>
<td>Yes</td>
</tr>
<tr>
<td>0.97</td>
<td>On</td>
<td>Yes</td>
<td>Sp</td>
<td>No</td>
</tr>
<tr>
<td>1.00</td>
<td>On</td>
<td>Yes</td>
<td>Fa</td>
<td>Yes</td>
</tr>
<tr>
<td>0.99</td>
<td>On</td>
<td>Yes</td>
<td>Fa</td>
<td>No</td>
</tr>
<tr>
<td>1.00</td>
<td>On</td>
<td>Yes</td>
<td>W</td>
<td>Yes</td>
</tr>
<tr>
<td>0.96</td>
<td>On</td>
<td>Yes</td>
<td>W</td>
<td>No</td>
</tr>
<tr>
<td>0.99</td>
<td>On</td>
<td>No</td>
<td>Su</td>
<td>Yes</td>
</tr>
<tr>
<td>0.58</td>
<td>On</td>
<td>No</td>
<td>Su</td>
<td>No</td>
</tr>
<tr>
<td>0.99</td>
<td>On</td>
<td>No</td>
<td>Sp</td>
<td>Yes</td>
</tr>
<tr>
<td>0.58</td>
<td>On</td>
<td>No</td>
<td>Sp</td>
<td>No</td>
</tr>
<tr>
<td>0.99</td>
<td>On</td>
<td>No</td>
<td>Fa</td>
<td>Yes</td>
</tr>
<tr>
<td>0.56</td>
<td>On</td>
<td>No</td>
<td>Fa</td>
<td>No</td>
</tr>
<tr>
<td>1.00</td>
<td>On</td>
<td>No</td>
<td>W</td>
<td>Yes</td>
</tr>
<tr>
<td>0.51</td>
<td>On</td>
<td>No</td>
<td>W</td>
<td>No</td>
</tr>
<tr>
<td>0.94</td>
<td>Off</td>
<td>Yes</td>
<td>Su</td>
<td>Yes</td>
</tr>
<tr>
<td>0.17</td>
<td>Off</td>
<td>Yes</td>
<td>Su</td>
<td>No</td>
</tr>
<tr>
<td>0.93</td>
<td>Off</td>
<td>Yes</td>
<td>Sp</td>
<td>Yes</td>
</tr>
<tr>
<td>0.13</td>
<td>Off</td>
<td>Yes</td>
<td>Sp</td>
<td>No</td>
</tr>
<tr>
<td>0.93</td>
<td>Off</td>
<td>Yes</td>
<td>Fa</td>
<td>Yes</td>
</tr>
<tr>
<td>0.13</td>
<td>Off</td>
<td>Yes</td>
<td>Fa</td>
<td>No</td>
</tr>
<tr>
<td>0.94</td>
<td>Off</td>
<td>Yes</td>
<td>W</td>
<td>Yes</td>
</tr>
<tr>
<td>0.13</td>
<td>Off</td>
<td>Yes</td>
<td>W</td>
<td>No</td>
</tr>
<tr>
<td>0.25</td>
<td>Off</td>
<td>No</td>
<td>Su</td>
<td>Yes</td>
</tr>
<tr>
<td>0.00</td>
<td>Off</td>
<td>No</td>
<td>Su</td>
<td>No</td>
</tr>
<tr>
<td>0.26</td>
<td>Off</td>
<td>No</td>
<td>Sp</td>
<td>Yes</td>
</tr>
<tr>
<td>0.00</td>
<td>Off</td>
<td>No</td>
<td>Sp</td>
<td>No</td>
</tr>
<tr>
<td>0.27</td>
<td>Off</td>
<td>No</td>
<td>Fa</td>
<td>Yes</td>
</tr>
<tr>
<td>0.00</td>
<td>Off</td>
<td>No</td>
<td>Fa</td>
<td>No</td>
</tr>
<tr>
<td>0.25</td>
<td>Off</td>
<td>No</td>
<td>W</td>
<td>Yes</td>
</tr>
<tr>
<td>0.00</td>
<td>Off</td>
<td>No</td>
<td>W</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 2.1: Probability distribution for $p(Wet|Sprinkler, Rain, Season, Slippery)$. From Pearl (2000)
Figure 2.1: A Bayesian Network for the Slippery domain (Pearl 2000). Figure from Utz (2010)
Figure 2.2: Example skeleton and final graphs, demonstrating hybrid structure learning. The final network does not necessarily contain all edges in the skeleton, but will never contain edges that are not in the skeleton.

Cooper and Dietterich 1992). The second approach is constraint identification, which uses statistical independence tests to identify edges to place in the final graph (Cheng et al. 2002; Spirtes et al. 2001; Pearl 2000). In this thesis, we use a hybrid constraint and search based approach (Tsamardinos et al. 2006; Fast et al. 2008). Such approaches build a skeleton network that is refined with local search to generate the final network. Figure 2.2 shows a skeleton network and the resulting final network. The skeleton network contains edges between all vertices that cannot be shown to be conditionally independent at an $\alpha$ confidence level (that is, that given our statistical testing assumptions, we have an $\alpha$ chance of two vertices being conditionally independent when our test results show that they are not conditionally independent). $\alpha$ is a user-defined parameter.

During structure learning, the order in which the conditional independence tests are performed affects the structure of the skeleton. This is because we not only have to test every pair of vertices, but also every possible conditioning set,
that is, set of other variables to condition the two vertices on. To order our
tests, we use the Fast Adjacency Search (FAS) algorithm (Spirtes et al. 2001).
FAS generates a skeleton by iteratively looking for edges to remove for larger
and larger conditioning sets, until no larger sets are available. Algorithm 2.1
describes the details of FAS.

Once we have generated our skeleton network, which may contain both di-
rected and undirected edges, we need to transform it into our final network. We
use the hill-climbing approach used by Fast (2009). To generate a DAG, we
use hill-climbing in the space of possible network structures to identify a locally
optimal network structure. At each step of the search, the moves are: remove
an edge in the final graph, add an edge that is in the skeleton to the final graph,
or reverse an edge in the final graph if the corresponding edge in the skeleton
is undirected. The search continues until no moves result in a higher scoring
network. As the details of scoring a network depend on the distributions used
in the network, we discuss the scoring used in this thesis in Section 2.4.

Prediction using Bayesian Networks, also referred to as inference, is NP-hard
in the general case (Cooper 1990). Methods for approximate inference include
belief propagation (Pearl 1988), likelihood weighting (Fung and Chang 1989;
Shachter and Peot 1989), and Gibbs sampling (Geman and Geman 1984). We
describe how we perform inference with our networks in Section 2.4.

2.3 Dynamic Bayesian Networks

Temporal data has unique characteristics that can be modeled with a Bayesian
Network. A Bayesian Network that includes temporal variables is known as a
Dynamic Bayesian Network (DBN) (Dean and Kanazawa 1989). To faithfully
Algorithm 2.1: Fast Adjacency Search (FAS) (Spirtes et al. 2001). This description of FAS is adapted from Fast (2009)

**Input:** $D =$ Data, $V =$ Variables, $\alpha =$ Confidence Level

**Output:** Skeleton Graph

// $P$ contains dependent pairs of variables

$P \leftarrow \emptyset$

$C \leftarrow$ Empty graph over $V$

// Begin by assuming everything is mutually dependent

for $v_1, v_2 \in V$ do

$P \leftarrow P \cup \{(v_1, v_2)\}$

Add edge $(v_1, v_2)$ to $C$

end

// $n$ is the size of the candidate conditioning sets

$n \leftarrow 0$

while $|P| > 0$ do

for $(v_1, v_2) \in P$ do

// Get neighbors of $v_1$, excluding $v_2$

adj $\leftarrow$ Adjacencies($C, v_1 \setminus v_2$)

/// If there are fewer adjacent vertices than our conditioning set size, then we have exhausted all tests for this pair

if $|adj| < n$ then

$P \leftarrow P \setminus \{(v_1, v_2)\}$

end

// Check all possible conditioning sets

for $S \subset$ adj s.t. $|S| = n$ do

$pVal \leftarrow$ Conditional Independence Test $(v_1, v_2, S, D)$

if $pVal > \alpha$ then

// $(v_1 \perp \perp v_2 | S)$

Remove edge between $v_1$ and $v_2$ in $C$

$P \leftarrow P \setminus \{(v_1, v_2)\}$

end

end

$n \leftarrow n + 1$

end

end

return $C$
Figure 2.3: An example Dynamic Bayesian Network. Figure 2.3(a) shows a slice of the DBN, while Figure 2.3(b) shows the slice unrolled over $n$ timesteps. Rain at time 0 is the prior probability of rain. Adapted from Russell and Norvig (2003).

represent the true underlying joint probability distribution, a DBN requires an $n$th-order Markov assumption to be made about the data, meaning that the current state has edges to at most the $n$ previous states. A slice of a DBN is shown in Figure 2.3(a). By replicating the slice for each timestep under consideration (referred to as unrolling the DBN), a DBN can be used to find $P(X_t|Y_{\tau:t})$, where $1 \leq \tau \leq t$ and the subscript indicates the timestep(s) under consideration (Figure 2.3(b)). Through unrolling, a DBN can be used to predict the value of a temporal variable, even if that variable is never directly observed. Many common algorithms, including Kalman filters and Hidden Markov Models, can be represented as DBNs (Ghahramani 1998).

DBNs have been extended to continuous-time as well (Nodelman et al. 2002). However, in this thesis, we only consider discrete-time DBNs with a 1st order Markov assumption and full knowledge of the previous timestep.
Figure 2.4: An example linear Gaussian, showing $N(x; \mu_x + 2(y - \mu_y), 1)$ as the observed value $y$ varies.
2.4 Linear Gaussian Networks

Many domains feature continuous variables. For instance, consider rainfall prediction. We are interested in the amount of rainfall, and are provided information such as the temperature, wind speed, and dew point. None of these values are discrete, and so cannot be directly used in conventional discrete Bayesian Network. Fortunately, there are many ways to represent continuous probability distributions in a Bayesian Network. Linear Gaussian Networks (LGNs) are Bayesian Networks that use linear Gaussian distributions (Figure 2.4) to represent the conditional probability distributions of the vertices (Geiger and Heckerman 1994). Another approach for continuous variables is representing local probability distributions as Gaussian mixture models (Friedman et al. 1998). Another possible approach is to use kernel density estimation to estimate the probability distribution, which requires storing all training data (Hofmann and Tresp 1995; Pérez et al. 2009). Friedman and Nachman (2000) use Gaussian process priors in Bayesian networks, which requires specifying a family of prior covariances in order to learn a network.

LGNs are only capable of representing linear relationships. However, they feature tractable exact inference and, when ensembled, the ensemble can be viewed as a mixture of Gaussians. As we will discuss in Section 3.1, this allows for our ensembles to handle nonlinear relationships. Additionally, LGNs can be extended to create Dynamic Linear Gaussian Networks (Grzegorczyk and Husmeier 2009). For these reasons, we use Linear Gaussian Networks in this thesis.
Figure 2.5: An example Linear Gaussian Network with values $\mu_A = 1$, $\mu_B = 2$, $\mu_C = 0$, $\sigma_A = 2$, $\sigma_B = 1$, $\sigma_C = 1$, $w_{AC} = -0.5$, and $w_{BC} = 2$.

Linear Gaussians provide a way of representing conditional distributions for continuous variables. If the pdf of a random variable $A$ with parents $\mathbf{X}$ is a linear Gaussian, then given the values $\mathbf{x}$ of its parents the pdf takes the form

$$N \left( \mu_A + \sum_{i=1}^{\mid \mathbf{x} \mid} w_i (x_i - \mu_{X_i}), \sigma_A \right)$$

where $\mathbf{w}$ is a vector of weights. That is, a linear Gaussian is a univariate Gaussian with a set standard deviation and a mean that is a linear combination of an unconditional mean and the values sampled from the parent vertices.

To see how linear Gaussians can be used within a Bayesian Network, consider the LGN $A \to C \leftarrow B$ (Figure 2.5). The following describes the conditional probability distributions of the three vertices:

$$A \sim N(\mu_A, \sigma_A)$$

$$B \sim N(\mu_B, \sigma_B)$$

$$C \sim N(\mu_C + w_{AC}(a - \mu_A) + w_{BC}(b - \mu_B), \sigma_C)$$
where $w_{AC}$ is the weight of the edge between $A$ and $C$. We learn the values for $\mu$, $\sigma$, and $w$ during parameter estimation. The details of parameter estimation appear later in this section.

As mentioned in Section 2.2, we generate a skeleton graph during structure learning. To create such a skeleton graph, we need to be able to test the conditional independence of two nodes in the graph. More specifically, we want to test whether or not the correlation between two continuous variables $A$ and $B$ given a third set of variables $X$ is statistically significant when given $N$ independent and identically distributed (i.i.d.) samples. To do this, we use the Fisher z-transformation of the partial correlation coefficient $\rho_{AB \cdot X}$. The partial correlation coefficient is only useful for identifying independent variables when we assume that the variables were generated by a multivariate Gaussian (Baba et al. 2004). Since we are working within the framework of LGNs, we accept this assumption.

To compute $\rho_{AB \cdot X}$ we use linear least squares regression to find $w_A$ and $w_B$ such that both

$$||Xw_A - A||^2$$

and

$$||Xw_B - B||^2$$

are minimized. From these weights, we can find the residuals,

$$r_A = Xw_A - A,$$

$$r_B = Xw_B - B,$$
which indicate how much variance in the data for A and B cannot be accounted for by the linear effects of X. These residuals allow us to compute the partial correlation coefficient as follows:

\[ \rho_{AB \cdot X} = \frac{N \sum_{i=1}^{N} r_{Ai} r_{Bi} - \sum_{i=1}^{N} r_{Ai} \sum_{i=1}^{N} r_{Bi}}{\sqrt{N \sum_{i=1}^{N} r_{Ai}^2 \left( \sum_{i=1}^{N} r_{Bi}^2 \right)^2} \sqrt{N \left( \sum_{i=1}^{N} r_{Ai}^2 \right) \sum_{i=1}^{N} r_{Bi}^2}} \]  

(2.1)

\( \rho_{AB \cdot X} \) indicates the strength and direction of the linear relationship between A and B after removing the effects of X, and when combined with the Fisher z-transformation:

\[ z(\rho_{AB \cdot X}) = \frac{1}{2} \ln \left( 1 + \frac{1 + \rho_{AB \cdot X}}{1 - \rho_{AB \cdot X}} \right) \]  

(2.2)

can be treated as a z-score for determining statistical significance (Fisher 1915).

Given the skeleton graph, we need to be able to score potential networks in order to perform hill-climbing. We make the assumption that the underlying structure of our data is multivariate normal so that we can use Bayesian metric for Gaussian Networks having score equivalence (BGe) as our score (Geiger and Heckerman 1994).

BGe is a metric calculated from the likelihood of a LGN given the training data \( D \). Given a LGN with structure \( S \), our goal is to calculate \( p(B_S|D) \), and we can utilize Bayes’ Theorem to see that the likelihood of a network given a dataset is

\[ p(B_S|D) = \frac{p(B_S)p(D|B_S)}{p(D)}. \]  

(2.3)

We note that for a given training set, \( p(D) \) is constant, and so we ignore it in our calculations. \( p(B_S) \) is our prior probability for the structure of our network, and is specified by the user.

To compute \( p(D|B_S) \), we must specify the following prior knowledge. \( \mu_0 \) is the prior mean, and indicates our prior beliefs about the average values for the
variables in the dataset. \( T_0 \) is the prior precision matrix (the precision matrix is the inverse of the covariance matrix). This provides our prior knowledge of the covariance of the variables in the dataset. \( \mu_0 \) and \( T_0 \) are weighted by the user’s confidence in their values, which we refer to as the equivalent sample size. The equivalent sample size for \( \mu_0 \) is denoted \( \nu \), and the equivalent sample size for \( T_0 \) is denoted \( \alpha \).

We also define our posterior precision \( T_1 \) as:

\[
T_1 = T_0 + \tilde{\Sigma} + \frac{\nu m}{\nu + m} (\mu_0 - \bar{x})(\mu_0 - \bar{x})^\top
\]  

(2.4)

where \( \bar{x} \) denotes the sample mean, \( \tilde{\Sigma} \) denotes the sample covariance, and \( m \) denotes the number of samples in \( D \).

Given the above, the probability of the data given a complete LGN \( B_{Sc} \) is:

\[
p(D|B_{Sc}) = (2\pi)^{-nm/2} \left( \frac{\nu}{\nu + m} \right)^{n/2} \frac{c(n, \alpha)}{c(n, \alpha + 1)} |T_0|^\alpha/2 |T_1|^{-(\alpha+1)/2}
\]  

(2.5)

where a complete LGN is a LGN with an edge between every vertex and \( c(n, \alpha) \) is defined as:

\[
c(n, \alpha) = \left( 2^{\alpha n/2} \pi^{n(n-1)/4} \prod_{i=1}^{n} \Gamma \left( \frac{\alpha + 1 - i}{2} \right) \right)^{-1}
\]  

(2.6)

Equation 2.5 is very closely related to the multivariate t-distribution, and arises because the sampling distribution of a single datapoint given a LGN follows the multivariate t-distribution (Geiger and Heckerman 1994).

Given \( p(D|B_{Sc}) \), the probability of the data given an arbitrary LGN is:

\[
p(D|B_S) = \prod_{i=1}^{N} \frac{p(D_{x_i \Pi_i}|B_{Sc})}{p(D_{\Pi_i}|B_{Sc})}
\]  

(2.7)

where \( D_{x_i \Pi_i} \) is the data corresponding to the random variable \( x_i \) and the parents of \( x_i \) in \( B_S \), and \( D_{\Pi_i} \) is the data corresponding to the parents of \( x_i \) in \( B_S \).
Combining equation 2.3 with our knowledge that \( p(D) \) is constant, we define the BGe score for a LGN with structure \( S \) as

\[
BGe(B_S) = p(B_S)p(D|B_S)
\]  

(2.8)

Assessing meaningful priors in large domains is difficult, and so in this thesis we use uninformative priors. We use a uniform prior for \( p(B_S) \). We let \( \alpha \) equal the number of attributes in the network, and \( \nu \) equal 1. These are the minimum meaningful values for \( \alpha \) and \( \nu \). We let \( \mu_0 \) be a zero vector and \( T_0 \) be the identity matrix.

Once we have the structure of our network, we still need to estimate the parameters for the linear Gaussians at each vertex. Parameter estimation of LGNs is done by linear least-squares regression (Böttcher 2004). Given a network structure and a set of training data, we traverse the graph in topological order. For each vertex visited, the effects of all parent vertices are subtracted out via least-squares regression, and then the mean and variance are computed from the residuals.

Assume that we are given training data in the form of a vector \( A \) and a matrix \( X \) containing \( N \) i.i.d. samples from a joint probability distribution over \( A \) and \( X \). The variables in \( X \) are the topological parents of \( A \). Since we are traversing in topological order, we already know \( \mu_P \) for all \( P \in X \).

To find our parameters, we first find \( X' \) such that

\[
X' = X - \begin{pmatrix} \mu_X \\ \vdots \\ \mu_X \end{pmatrix},
\]

that is, such that \( X' \) contains the values of \( X \) with the parent means subtracted out. We then augment \( X' \) with a constant column to allow for a constant factor in our regression.
We can then compute the edge weights for this node by linear least squares regression, minimizing:

$$||X'w - A||^2,$$

where \(w\) contains the edge weights, and the weight on the constant factor is \(\mu_A\), the unconditional mean of \(A\).

Once we know the edge weights and the mean of \(A\), we can compute the variance of \(A\). To do so, we compute the error vector \(E = X'w – A\). Given \(E\), the variance \(\sigma^2_A\) is

$$\sigma^2_A = \frac{\sum_{i=1}^{N} (E_i - \mu_A)^2}{N}.$$

By performing this estimation across the whole network in topological order, we can estimate the parameters for every vertex in the network.

With both the structure and the parameters, we are able to perform inference to predict values given a test example. As mention in Section 2.2, exact inference is hard in the general case. Fortunately, exact inference in LGNs is tractable, because a LGN is a multivariate Gaussian distribution (Shachter and Kenley 1989).

Shachter and Kenley (1989) first described the conversion from a LGN to a covariance representation. Our description here more closely follows the description provided by Heckerman et al. (1995). Given a topological ordering of the nodes in \(B_S\), we can find the precision matrix for \(B_S\) through a recursive formula (the precision matrix is the inverse of the covariance matrix). Let \(v_i\) correspond to the variance of the \(i\)th node in the topological ordering, and \(b_{i,j}\) correspond to the weight on the edge between nodes \(i\) and \(j\) (with a weight of 0 if no edge exists). Let \(W(i)\) denote the \(i \times i\) upper left sub matrix of
the precision matrix $W$ and $b_i$ denote the row vector $(b_{1,i}, \cdots, b_{i-1,i})$. We can recursively construct $W$ with the following formula:

$$W(i) = \begin{pmatrix} W(i - 1) + \frac{b_i}{v_i} b_i & -\frac{b_i}{v_i} \\ \frac{1}{v_i} & 1 \end{pmatrix},$$

(2.9)

where $W(1) = \frac{1}{v_1}$. We can then find our covariance matrix $\Sigma$ by inverting $W$. The elements of the mean vector $\mu$ in our covariance representation are the means of the corresponding nodes in the network.

To perform inference, we need to be able to marginalize over random variables that we are not interested in, and to condition on evidence variables. Once we have our network in covariance form, we are able to marginalize and condition easily. Marginalizing a Gaussian involves dropping the corresponding elements from the mean vector and the corresponding rows and columns from the covariance matrix. More precisely, given a vector $X = (X_1 X_2)$ such that $(X_1 X_2) \sim N(\mu, \Sigma)$ where

$$\mu = \begin{pmatrix} \mu_1 \\ \mu_2 \end{pmatrix}$$

and

$$\Sigma = \begin{pmatrix} \Sigma_{11} & \Sigma_{12} \\ \Sigma_{21} & \Sigma_{22} \end{pmatrix},$$

marginalizing over the set of random variables $X_2$ results in a Gaussian distribution of the form:

$$N(\mu_1, \Sigma_{11}),$$

(2.10)

Similarly, conditioning a Gaussian distribution also results in a Gaussian distribution. Given the same $\mu$, $\Sigma$, and $X_2$ as above, conditioning $N(\mu, \Sigma)$ on $X_2$ results in a distribution

$$N(\mu_{X_1|X_2}, \Sigma_{X_1|X_2}).$$
where
\[ \mu_{X_1|X_2} = m(X_2) = \mu_1 + \Sigma_{12}\Sigma_{22}^{-1}(X_2 - \mu_2) \] (2.11)
and
\[ \Sigma_{X_1|X_2} = \Sigma_{11} - \Sigma_{12}\Sigma_{22}^{-1}\Sigma_{21}. \] (2.12)

With the ability to marginalize and condition, and given a set of target variables \( V \), a set of variables to ignore \( Z \), and a set of evidence \( X \), we are able to perform inference. Inference requires conditioning the network on \( X \) and then marginalizing over \( Z \), which then leaves only the variables in \( V \) in the network. Since marginalization just removes elements from the mean vector, the expected value of \( V \) is \( m(X)_V \), which are the corresponding elements in the conditioned mean vector. The fact that we never use the values of \( Z \) during inference means that LGNs are capable of making predictions even when some data are missing.

### 2.5 Ensembles

Ensembles have proven to be a powerful method in machine learning (Dietterich 2000). By training many models and combining their predictions (for instance, by averaging), this ensemble prediction will be more accurate than any of the individual ensemble components, assuming the individual components are better predictors than a random predictor (Dietterich 2000). More sophisticated approaches aim to reduce the correlation between the errors of individual components. For example, boosting creates an ensemble by iteratively training individual models, reweighting the training data after each iteration to focus more heavily on examples that were predicted incorrectly by the previous model (Freund and Schapire 1995).
Breiman (2001) introduced Random Forests, which trains ensembles of decision trees using both bagging and randomization. Bagging alters the training data for each component by sampling new training sets from the original training set with replacement (Breiman 1996). The bagged training set is the same size as the original training set, but contains duplicates of some examples and is missing others. The examples that are not contained in the resampled training set are called “out-of-bag.” These out-of-bag examples can provide a validation set at the component level. Bagging ensures that each individual component is trained on a slightly different set of data.

In contrast to both bagging and boosting, randomization does not alter the training set for different components. Instead, randomization involves training each component on a subset of the available features (Breiman 2001). The number of features to use per component is a parameter. The class feature is included in all components. The benefit of randomization is that it forces different networks to focus on different relationships within the domain, by providing each network with a different subset of the variables within the domain.

These approaches have been applied to Bayesian Networks. Liu et al. (2007) present an approach for combining bagging and Bayesian Networks, but their method ultimately results in a single network. Boosting has been applied to networks with a Naïve Bayes structure (that is, networks where the only edges are from the class variable to the other variables) (Jing et al. 2008). Taking inspiration from Random Forests, Utz (2010) combined bagging and randomization to learn ensembles of discrete Bayesian networks. In this thesis, we also combine bagging and randomization for learning ensembles of Bayesian Networks. Our approach differs from Utz (2010) in that we model dynamic continuous variables in our networks.
Figure 2.6: Example of a Multinet versus a traditional Bayesian Network. Example adapted from Geiger and Heckerman (1996).
The Bayesian Multinet provides a different approach to creating ensembles of Bayesian Networks (Geiger and Heckerman 1996). In contrast to conventional ensembles, Multinets (Figure 2.6) learn a single network for different partitions of the class label, such that each network corresponds to a disjoint subset of the possible class values. To better illustrate the effect of this partitioning, consider a domain in which we want to identify whether someone is a spy, worker, or visitor, based on their clothing and whether or not they have a badge. Figure 2.6(a) shows a traditional Bayesian Network for this domain. Figures 2.6(b) and 2.6(c) form a multinet for this domain. If the value of Label is Worker, then 2.6(b) is the network used, and if the value of Label is either Spy or Visitor, 2.6(c) is the network used. In the multinet, we can see that the relationship between badge and clothing only exists for workers, a fact which is hidden in the full network.

Unlike a conventional ensemble, multinets have a natural probabilistic interpretation, as the whole multinet corresponds to a single joint probability distribution, and they can find different dependence relations between variables for different class values. Multinets have been extended to handle temporal data (Bilmes 2000).
Chapter 3

Ensembled Dynamic Bayesian Networks

A Linear Gaussian Network can only represent linear relationships. Furthermore, as discussed in Chapter 2, ensembling can improve predictive strength. In this chapter, we show that by combining LGNs with ensembling, we can create an ensemble of dynamic LGNs that is capable of representing nonlinear relationships.

Similar to Utz (2010), we draw inspiration from Random Forests and improve EDBN’s performance by using bagging and randomization (Breiman 2001). We construct the individual LGNs of our ensemble in the manner described in Section 2.4. The main issue we consider in this chapter is how to use EDBN for prediction.

3.1 Prediction Using Ensembles of Dynamic Bayesian Networks

Given an ensemble of LGNs, how do we combine individual predictions in such a way that we can represent nonlinear relationships? One approach to combining
predictions is to take the weighted average of the component predictions. For EDBN, this would result in a predicted value $v$ such that

$$v = \frac{\sum_{i=1}^{k} w_i m_i(x)}{\sum_{i=1}^{k} w_i}$$

(3.1)

where $w_i$ represents the weight given to the $i$-th model and $m_i$ comes from Equation (2.11). However, this is a linear combination of the component predictions, which are also linear. Thus, only linear relationships can be accurately predicted using Equation (3.1).

In order to represent nonlinear relationships, we need a nonlinear weighting. A key insight is that, since each component of our ensemble is a multivariate Gaussian, our whole ensemble is a Gaussian mixture model (GMM).

A conventional GMM with $M$ components has a probability density function (pdf) of the form

$$f(x) = \sum_{i=1}^{M} \pi_i N(x; \mu_i, \Sigma_i)$$
where $\mu_i$ and $\Sigma_i$ are the mean and covariance of the $i$-th Gaussian in the model, and $\pi_i$ is the weight of the $i$-th Gaussian in the model. These weights must satisfy

$$\sum_{i=1}^{M} \pi_i = 1$$

in order for $f(x)$ to be a pdf.

Unlike a conventional GMM, EDBN does not have individual weights for its networks. So the pdf of an EDBN is

$$f(x) = \frac{1}{M} \sum_{i=1}^{M} N(x|x \in B_i; \mu_i, \Sigma_i)$$

where $(x|x \in B_i)$ refers to the subset of the random variables in the $i$-th network. This pdf is equivalent to the pdf of a randomized GMM with uniform weighting on its components.

Given that our ensemble is a GMM, we can utilize Gaussian Mixture Regression (GMR) (Sung 2004). GMR is similar to Equation (3.1), but each prediction is weighted by the likelihood of that network given the test example. As the likelihood is Gaussian, we have a nonlinear weighting, and are able to represent nonlinear relationships.

More specifically, to perform regression we first need to find component weights $w_i$ of the form:

$$w_i(x) = \frac{\pi_i N(x; \mu_{ix}, \Sigma_{ix})}{k \sum_{j=1}^{k} \pi_j N(x; \mu_{jx}, \Sigma_{jx})} \quad (3.2)$$

In the case of our networks, the weights $\pi_i$ are uniform.

Combining Equation (2.11) with Equation (3.2), the predicted value $v$ of a subset of random variables $X_1$ given a set of evidence $X_2 = x$ using Gaussian mixture regression is

$$v = E[X_1|X_2 = x] = \sum_{i=1}^{k} w_i(x)m_i(x) \quad (3.3)$$
Because Equation (3.2) relies on evaluating the underlying pdf of a network, we anticipate that it will interact poorly with randomization. If a network is a poor predictor for a given test example, the network may still evaluate to a high likelihood because of the removal of variables by randomization. To fix this problem, we learn weights for each network in our ensemble by least-squares regression. Given a vector of true target values \( \mathbf{t} \) and a matrix of each network’s predictions for every training example \( \mathbf{V} \), we find our weights \( \mathbf{\omega} \) by minimizing

\[
||\mathbf{V}\mathbf{\omega} - \mathbf{t}||^2
\]

These weights differ from those used in GMR in that these weights are not normalized.

To perform regression with our new weights, we augment Equation (3.3) with the new linear regression weights as follows

\[
v = \sum_{i=1}^{k} w_i(\mathbf{x})m_i(\mathbf{x})\omega_i
\]

That is, we weight our predictions by both the least-squares regression weights and the conventional GMR weights.

For temporal data, Equations (3.3) and (3.4) can still be used. We unroll the ensemble by unrolling each individual network.

In the next two chapters, we investigate whether prediction using Equation (3.3) or (3.4) performs better.

### 3.2 Variable Importance

In addition to introducing Random Forests, Breiman (2001) described how to use Random Forests to compute the importance of different variables for prediction. This variable importance is computed by first evaluating each component
on its out of bag data, getting the RMSE of the true data (\(RMSE_{true}\)). We then permute the values of variable \(A\) across the out of bag examples and recom-pute the RMSE on this permuted data (\(RMSE_A\)). We then define the variable importance score \(I\) to be

\[ I_A = RMSE_{true} - RMSE_A. \tag{3.5} \]

This procedure is performed for all variables \(A\) of interest. Higher variable importance scores indicate that a variable is highly important in prediction. Similarly, lower scores indicate that a variable is not as important in prediction.

As an example of the permutation step, Table 3.1 shows a portion a dataset inspired by the Sprinkler domain. Table 3.2 shows the same dataset with the Season variable permuted.

Breiman and Cutler (2012) provides a procedure for testing the significance of variable importance scores. This is done by converting the importance score of a variable into a z-score,

\[ z_A = \frac{I_A}{\bar{\sigma}_A / \sqrt{n_A}} \tag{3.6} \]

where \(\bar{\sigma}_A\) is the standard deviation of the importance scores for variable \(A\), and \(n_A\) is the number of networks containing variable \(A\). That is, the denominator is the standard error of \(I_A\). Assuming that the networks are independent of one another, we can treat \(z_A\) as a typical z-score and perform hypothesis tests. However, Strobl and Zeileis (2008) show that the power of this test procedure decreases as the size of the out-of-bag set increases. Strobl et al. (2008) provide a test procedure that remedies this problem, but is designed specifically for decision trees and discrete variables. Fortunately, Strobl and Zeileis (2008) also show that the power can be increased by increasing the number of networks,
<table>
<thead>
<tr>
<th>Wet</th>
<th>Sprinkler</th>
<th>Rain</th>
<th>Season</th>
<th>Slippery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>On</td>
<td>Yes</td>
<td>Sp</td>
<td>Yes</td>
</tr>
<tr>
<td>Yes</td>
<td>Off</td>
<td>Yes</td>
<td>Su</td>
<td>No</td>
</tr>
<tr>
<td>Yes</td>
<td>On</td>
<td>Yes</td>
<td>Sp</td>
<td>Yes</td>
</tr>
<tr>
<td>Yes</td>
<td>Off</td>
<td>Yes</td>
<td>Fa</td>
<td>Yes</td>
</tr>
<tr>
<td>Yes</td>
<td>On</td>
<td>Yes</td>
<td>W</td>
<td>No</td>
</tr>
<tr>
<td>No</td>
<td>Off</td>
<td>No</td>
<td>Sp</td>
<td>No</td>
</tr>
<tr>
<td>No</td>
<td>On</td>
<td>No</td>
<td>Su</td>
<td>No</td>
</tr>
<tr>
<td>No</td>
<td>Off</td>
<td>Yes</td>
<td>Fa</td>
<td>No</td>
</tr>
<tr>
<td>No</td>
<td>Off</td>
<td>No</td>
<td>W</td>
<td>Yes</td>
</tr>
<tr>
<td>No</td>
<td>Off</td>
<td>No</td>
<td>Su</td>
<td>No</td>
</tr>
<tr>
<td>No</td>
<td>On</td>
<td>No</td>
<td>Su</td>
<td>No</td>
</tr>
<tr>
<td>No</td>
<td>Off</td>
<td>No</td>
<td>W</td>
<td>No</td>
</tr>
<tr>
<td>No</td>
<td>Off</td>
<td>No</td>
<td>Fa</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 3.1: A portion of the Sprinkler training data.

<table>
<thead>
<tr>
<th>Wet</th>
<th>Sprinkler</th>
<th>Rain</th>
<th>Season</th>
<th>Slippery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>On</td>
<td>Yes</td>
<td>Fa</td>
<td>Yes</td>
</tr>
<tr>
<td>Yes</td>
<td>Off</td>
<td>Yes</td>
<td>Sp</td>
<td>No</td>
</tr>
<tr>
<td>Yes</td>
<td>On</td>
<td>Yes</td>
<td>Fa</td>
<td>Yes</td>
</tr>
<tr>
<td>Yes</td>
<td>On</td>
<td>Yes</td>
<td>Sp</td>
<td>Yes</td>
</tr>
<tr>
<td>Yes</td>
<td>On</td>
<td>Yes</td>
<td>W</td>
<td>No</td>
</tr>
<tr>
<td>No</td>
<td>Off</td>
<td>No</td>
<td>Fa</td>
<td>No</td>
</tr>
<tr>
<td>No</td>
<td>On</td>
<td>No</td>
<td>Su</td>
<td>No</td>
</tr>
<tr>
<td>No</td>
<td>Off</td>
<td>Yes</td>
<td>Su</td>
<td>No</td>
</tr>
<tr>
<td>No</td>
<td>Off</td>
<td>No</td>
<td>Su</td>
<td>Yes</td>
</tr>
<tr>
<td>No</td>
<td>Off</td>
<td>No</td>
<td>Sp</td>
<td>No</td>
</tr>
<tr>
<td>No</td>
<td>On</td>
<td>No</td>
<td>Su</td>
<td>No</td>
</tr>
<tr>
<td>No</td>
<td>Off</td>
<td>No</td>
<td>Su</td>
<td>No</td>
</tr>
<tr>
<td>No</td>
<td>Off</td>
<td>No</td>
<td>W</td>
<td>No</td>
</tr>
<tr>
<td>No</td>
<td>Off</td>
<td>No</td>
<td>W</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 3.2: Sprinkler data with Season permuted.
thereby decreasing the standard error. For this reason, in this thesis, we use a large number of networks for our variable importance significance testing.

We note that variable importance is performed on a network-by-network basis, and does not involve the entire ensemble. For this reason, even if we are predicting using weights learned from least squares regression (Equation 3.4), our networks are independent for variable importance calculations, and we can use this test procedure without violating its independence assumption.

### 3.3 Edge Counts

A benefit of Bayesian Networks is that they provide a human-readable model that can provide insights into the underlying structure of a dataset. However, ensembling and randomization make it harder to ascertain any underlying structure in the data. To compensate for this, we can take advantage of the large number of networks EDBN generates to analyze how often certain edges appear. The technique we use was first proposed by Utz (2010). Using all of the networks generated in an ensemble, we evaluate the importance of a relationship between two variables $A$ and $B$ by computing the edge frequency

$$e_{AB} = \frac{f_{AB}}{n_{AB}}$$

(3.7)

where $f_{AB}$ is the number of edges between $A$ and $B$ in the ensemble and $n_{AB}$ is the number of networks in the ensemble that contain both $A$ and $B$. Given $e$ for all pairs of variables in the ensemble, we can construct an edge frequency graph that contains all variables in the ensemble and contains an edge from $A$ to $B$ if $e_{AB}$ is greater than a user-defined threshold.
Chapter 4

Improving Storm Scale Ensemble Rainfall Forecasts

Rain is a common meteorological event, but it is also challenging to predict due to the nonlinear spatial and temporal nature of rainfall and the large number of factors that can affect it (Ebert 2001; Bremnes 2004). The consequences of rainfall can range from inconvenience to destructive flash flooding, and improving our ability to accurately forecast rainfall would help prevent the more disastrous outcomes and help plan around the more annoying outcomes. In this chapter, we investigate EDBN’s ability to improve upon Storm Scale Ensemble Forecast (SSEF) rainfall predictions.

The SSEF dataset consists of quantile values for the outputs of variables of different meteorological models. The SSEF data is provided by the Center for the Analysis and Prediction of Storms (CAPS) (Xue et al. 2011; Kong et al. 2011). The dataset that we use in this chapter comes from Gagne II (2012).

A map showing where data were sampled from is shown in Figure 4.1. Table 4.1 lists the meteorological variables in the SSEF dataset. As in Gagne II (2012), this dataset is built from the outputs of 14 meteorological models. The variables that come directly from the component models have three values within the SSEF data: the 10th, 50th, and 90th percentile value of the member outputs. Percentiles are used to provide a more nuanced view of the distribution of the
Figure 4.1: Map showing locations and density of sampled datapoints in the SSEF dataset. In this thesis, we focus on grid 2 (Adapted from Gagne II (2012)).
<table>
<thead>
<tr>
<th>Variable</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-hour accumulated precipitation</td>
<td>Rainfall</td>
</tr>
<tr>
<td>Composite reflectivity</td>
<td></td>
</tr>
<tr>
<td>2 m dew point temperature</td>
<td>Temperature at which condensation would occur</td>
</tr>
<tr>
<td>1-hour maximum reflectivity</td>
<td></td>
</tr>
<tr>
<td>Mean sea level pressure</td>
<td></td>
</tr>
<tr>
<td>Surface-based Convective Available Potential Energy (CAPE)</td>
<td>Indicator of atmospheric instability</td>
</tr>
<tr>
<td>Surface-based Convective Inhibition (CIN)</td>
<td>Indicator of atmospheric stability</td>
</tr>
<tr>
<td>Precipitable water</td>
<td>Amount of water vapor in a column of air</td>
</tr>
<tr>
<td>2 m air temperature</td>
<td></td>
</tr>
<tr>
<td>700 mb temperature</td>
<td></td>
</tr>
<tr>
<td>700 mb east-west wind</td>
<td></td>
</tr>
<tr>
<td>700 mb north-south wind</td>
<td></td>
</tr>
<tr>
<td>700 mb height</td>
<td></td>
</tr>
<tr>
<td>500 mb north-south wind</td>
<td></td>
</tr>
<tr>
<td>1-hour max upward vertical velocity</td>
<td>Maximum downward wind speed</td>
</tr>
<tr>
<td>1-hour max downward vertical velocity</td>
<td>Maximum upward wind speed</td>
</tr>
</tbody>
</table>

Table 4.1: The model variables sampled from the SSEF runs. Adapted from Gagne II (2012)
data than the mean and variance would give, while still reducing the total number of variables compared to using the raw model.

### 4.1 Rainfall Prediction

Our goal is to predict the true amount of rainfall given the SSEF forecast. We aim to improve upon the raw SSEF forecast for rainfall by intelligently combining the individual forecasts with EDBN. The SSEF data ranges from May 3rd 2010 to June 18th 2010, except for weekends. The model outputs are at a 4km grid spacing. We focus on the forecast for the central plains of the US, due to the prevalence of rainfall events occurring there.

Due to the large amount of data in the SSEF dataset, we train each individual network on a small, random portion of the data, the size of which we vary in our experiments. We also vary the number of attributes in each network, up to 10 variables per network, as well as the number of models in the ensemble, from 1 to 200. To discover whether Gaussian Mixture Regression (Equation (3.3)) or Gaussian Mixture Regression with learned weights (Equation (3.4)) performs better, we perform prediction using both. For learning weights with least-squares regression, we perform regression on one tenth of the total training set. The significance cutoff for dependence testing during structure learning, $\alpha$, was set to 0.05.

We compare our EDBN results to a mean predictor that guesses the mean rainfall amount. We evaluate model performance using root mean squared error (RMSE). All experiments were executed 30 times. Each run left 10 days out (chosen randomly) as a test set and trained on the other 24 days.
Results for prediction without learned weights are shown in Figure 4.2. Ensembles of size 1 perform poorly, and their performance degrades as the number of attributes increases. We hypothesize this is because the single LGN is trying to represent non-linear relationships, but when given only a few attributes, is not able to do much more than guess the mean. As the number of attributes increases, a LGN is capable of representing more complex linear relationships, which fail to properly fit the non-linear nature of the SSEF dataset. The difference between the other ensemble sizes is much less stark, and all follow a general trend of improved performance that levels off as the number of attribute increases. Increasing the number of training examples given to each network greatly impacts the performance of ensembles of size 1, and slightly improves the performance of other ensembles sizes.

Results for prediction with learned weights are shown in Figures 4.3 and 4.4 (Figure 4.4 places the model count on the x-axis and plots each attribute count as a line, to better illustrate performance at different attribute counts). Ensembles of size 1 perform comparably to the non-weighted results, which is expected since weighting does nothing if there is only one model. Performance degrades across all ensemble sizes greater than 1 as the number of attributes is increased. This is due to overfitting in the weight learning step. We hypothesize that models of size 2 perform best because their lack of complexity reduces the ability for the weights to overfit. For larger ensemble sizes, in particular 200, increasing the number of training examples given to each network hurts performance. This agrees with our hypothesis that our best performance occurs when we ensemble many weak models.

As our results indicate that overfitting is an issue with the least-squares weighting, we hypothesize that an approach that includes regularization, such
Figure 4.2: RMSE for the SSEF domain without weighted prediction. Lines correspond to models used per ensemble. Shaded area represents standard error.
Figure 4.3: RMSE for the SSEF domain at various parameter settings with least-squares weighted prediction.
Figure 4.4: RMSE for the SSEF domain at various parameter settings with least-squares weighted prediction. Lines are attribute counts.
as ridge regression, would reduce the overfitting (Hoerl and Kennard 1970). We discuss regularization further in our future work (Chapter 6).

We compare EDBN across all parameter settings to the mean predictor. However, we face a multiple comparisons problem because we have 90 distinct parameter settings for both prediction methods. Aiming for a 5% confidence level, we use Bonferroni correction, resulting in a much lower $\alpha = 0.05/90 = 0.00056$. Significant parameter settings are marked in Figures 4.2, 4.3, and 4.4 with diamonds. Using a two-sample one-tailed t-test, we find that only weighted prediction with 200 models, 2 attributes, 100 training examples performs significantly better than the mean predictor.

We compare our best weighted parameter setting (200 models, 2 attributes, 100 examples) to our best unweighted predictor (200 models, 10 attributes, 1000 training examples) using a two-sample one-tailed t-test with $\alpha = 0.00056$ and find that they are not significantly different ($p = 0.02$).

We therefore conclude that, for this domain, weighted predictions can perform significantly better than guessing the mean when many weak LGNs are ensembled, and that we can draw no conclusions about the relative performance of unweighted prediction.

Similar to Gagne II (2012) we perform a case study using data from May 25, 2010 at 0100 UTC. Figure 4.5 shows the EDBN forecast across along with the median SSEF forecast and the true observed precipitation. The EDBN forecast underestimates the rainfall in the southern plains, and overestimates the rainfall in the northern plains. EDBN also estimates large areas of very slight rainfall, which is an effect that Gagne II (2012) notes in his regression work and resolves by combining regression with a classification algorithm to determine whether or not the regression model applies to a given location.
Figure 4.5: Maps of SSEF prediction, EDBN prediction, and observed rainfall at 25 May 2010 0100 UTC. EDBN was trained on the middle third of the US.
4.2 Variable Importance

The variable importance results for the SSEF data are shown in Table 4.2. We sort by z-score rather than raw score, so scores should be interpreted as a measure of confidence that the variable impacts predictive abilities, rather than as a measure of how much a variable impacts predictive abilities. The top five variables are downward vertical velocity, composite reflectivity, maximum reflectivity, surface-based convective available potential energy, longitude, and accumulated precipitation. These results indicate that EDBN is using the atmospheric ingredients for storms to predict rainfall. The accumulated precipitation forecast is in the top ten variables, but EDBN is using the 90th percentile value for it, indicating that EDBN is compensating for low SSEF precipitation forecasts. Our variable importance results are similar to those reported by Gagne II (2012) for random forests.

4.3 Edge Frequency Analysis

We visualize the edge frequency graphically by creating a network that contains edges between all variables that were connected more than a user specified percentage of the time. Figure 4.6 shows such a network for a subset of the SSEF variables drawn from Table 4.2, with edges between variables that were connected more than 90% of the time. We can quickly see that edges are common in this domain, as even at a 90% threshold many edges remain in the edge graph. Of particular note is that longitude is not frequently connected to any of the other variables, despite appearing in the variable importance analysis, and that surface-based Convective Available Potential Energy (CAPE) is only connected to rain. Other than CAPE and downward vertical velocity,
<table>
<thead>
<tr>
<th>Variable</th>
<th>z-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Downward Vertical Velocity 10%</td>
<td>21.4</td>
</tr>
<tr>
<td>Composite Reflectivity 90%</td>
<td>20.3</td>
</tr>
<tr>
<td>Maximum Reflectivity 90%</td>
<td>19.8</td>
</tr>
<tr>
<td>Upward Vertical Velocity 90%</td>
<td>16.0</td>
</tr>
<tr>
<td>Downward Vertical Velocity 50%</td>
<td>14.1</td>
</tr>
<tr>
<td>Surface-Based CAPE 90%</td>
<td>10.8</td>
</tr>
<tr>
<td>Longitude</td>
<td>10.0</td>
</tr>
<tr>
<td>Composite Reflectivity 50%</td>
<td>9.7</td>
</tr>
<tr>
<td>Accumulated Precipitation 90%</td>
<td>9.6</td>
</tr>
<tr>
<td>Downward Vertical Velocity 90%</td>
<td>8.8</td>
</tr>
</tbody>
</table>

Table 4.2: *Top 10 variable importance scores for the SSEF data.* 10%, 50%, and 90% refer to the percentile.
Figure 4.6: Edge graph of a subset of the attributes in SSEF. Edge thickness indicates how often a pair of edges appeared in the ensemble, with the thinnest being edges that occurred 90% of the time and thicker edges occurring more frequently.

accumulated precipitation and rain are connected to the same variables, as we would expect given that accumulated precipitation is the forecast value for rain.
Chapter 5

Reflectivity, Vertically Integrated Liquid, and Echo Top Prediction

Severe storms bring with them the threat of economic loss as well as the loss of human life. From 1995 to 2000, an average of 70 people were killed each year due to lightning or hail, and the average annual economic loss due to lightning and hail was $976 million (Pielke Jr and Carbone 2002). Our ability to understand and predict storms is of great importance in reducing these numbers. In this chapter, we focus on EDBN’s ability to predict reflectivity, and also investigate EDBN’s ability to predict two other meteorological values: vertically integrated liquid (VIL) and echo top. VIL is a measure of the total amount of liquid in a column of air, and echo top is the highest altitude with a reflectivity of 18 dBZ or higher.

The Reflectivity domain focuses on the prediction of composite reflectivity based on a number of meteorological forecasts. In this domain, we have access to the predictions and true reflectivity of the previous timestep, so we are able to use the dynamic aspect of EDBN. Table 5.1 shows the full set of variables in the Reflectivity domain. Some additional fields are added for the dynamic networks, corresponding to true values from the previous timestep for a small number of measurements. These additional fields are shown in Table 5.2. The Reflectivity data are hourly and covers the Continental United States from June
<table>
<thead>
<tr>
<th>Variable</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latitude</td>
<td></td>
</tr>
<tr>
<td>Longitude</td>
<td></td>
</tr>
<tr>
<td>Upward Long-Wave Radiation Flux (Forecast)</td>
<td>Measure of infrared radiation from surface reaching top of the atmo-</td>
</tr>
<tr>
<td></td>
<td>sphere</td>
</tr>
<tr>
<td>Surface Temperature (Forecast)</td>
<td>Heat transferred from surface to atmosphere by convection</td>
</tr>
<tr>
<td>Sensible Heat Net Flux (Forecast)</td>
<td></td>
</tr>
<tr>
<td>Relative Humidity (Forecast)</td>
<td></td>
</tr>
<tr>
<td>Precipitable Water (Forecast)</td>
<td>Amount of water vapor in a column of air</td>
</tr>
<tr>
<td>Surface Pressure (Forecast)</td>
<td></td>
</tr>
<tr>
<td>Latent Heat Net Flux (Forecast)</td>
<td>Heat transferred from surface to atmosphere by evaporation</td>
</tr>
<tr>
<td>Planetary Boundary Layer Height (Forecast)</td>
<td>Height at which atmosphere is not directly affected by surface changes</td>
</tr>
<tr>
<td>Vertical Velocity (Forecast)</td>
<td>Upward or downward wind speed</td>
</tr>
<tr>
<td>Downward Short-Wave Radiation Flux (Forecast)</td>
<td>Incoming solar radiation</td>
</tr>
<tr>
<td>Dew Point Temperature (Forecast)</td>
<td>Temperature at which condensation would occur</td>
</tr>
<tr>
<td>Convective Inhibition (CIN) (Forecast)</td>
<td>Indicator of atmospheric stability</td>
</tr>
<tr>
<td>Convective Available Potential Energy (CAPE) (Forecast)</td>
<td>Indicator of atmospheric instability</td>
</tr>
<tr>
<td>1-Hour Accumulated Precipitation (Forecast)</td>
<td>Rainfall</td>
</tr>
<tr>
<td>Wind Speed (Forecast Hour 1)</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: The variables in the Reflectivity dataset. (Forecast Hour 1) indicates that the value is the previous hour’s forecast for the present hour’s value. (Forecast) indicates that the variable has three values in the dataset, corresponding to forecast hour 1, forecast hour 2, and forecast hour 3.
Table 5.2: Extra variables provided to the dynamic networks, in addition to the current and previous hour’s values for all variables in Table 5.1. Maximum Reflectivity (1 hour old) is the true label for the previous timestep.

1st, 2011 to August 31, 2011. Model forecasts were sampled every 0.007 degrees latitude and 0.007 degrees longitude.

Reflectivity that is greater than 0 dBZ is a rare occurrence within this dataset. Approximately 95\% of the Reflectivity data have reflectivity less than or equal to 0, so we undersample these cases to achieve a rate of 80\%. Due to the large amount of data (approximately 50 million cases), we create our final dataset of 250,000 examples via random sampling.

5.1 Reflectivity Prediction

For this domain, it is reasonable to expect knowledge of the true values from the previous timestep before predicting the next timestep, and so we use our networks to predict $P(X_t|Y_t \cup Y_{t-1} \cup X_{t-1})$.

As in the experiments in Chapter 4, we vary the number of examples used to train each network, the number of attributes per network, and the size of
the ensembles, with 30 runs for each parameter setting. We again compare Equations (3.3) and (3.4).

We compare our results to the mean predictor, which predicts the mean reflectivity value, and the model reflectivity forecast, which predicts the forecast reflectivity. For our dynamic networks, we also compare to the persistence prediction, which predicts the previous timestep's reflectivity.

Figure 5.1 shows the results for EDBN on the static Reflectivity domain without least-squares weighting, and Figures 5.2 and 5.3 show the results for weighted prediction (Figure 5.3 places the model count on the x-axis and plots each attribute count as a line, to better illustrate performance at different attribute counts). Figures 5.4, 5.5, and 5.6 show the unweighted and weighted prediction results on the dynamic domain. As attribute counts are increased, the performance of weighted prediction degrades, while the performance of unweighted prediction improves. Surprisingly, without least-squares regression, single networks perform comparably to ensembles in this domain, both for static prediction and dynamic prediction. Combined with the fact that weighted predictions do much better, this indicates that Gaussian Mixture Regression by itself is not enough to model the nonlinear aspects of this domain.

As in Chapter 4, we use a one-tailed two-sample t-test with $\alpha = 0.00056$ for our statistical tests.

In the static domain figures (Figures 5.1, 5.2, and 5.3), parameter settings that are significantly better than the model predictions are marked with a triangle, and parameter settings that are significantly better than the mean predictor are marked with a diamond. We find that almost all settings are significantly better than the model predictions. The settings that are not significantly better all occur at 10 attributes per network, indicating that performance is hurt when
Figure 5.1: RMSE for the static Reflectivity domain without least-squares weighted prediction. Shaded area represents standard error.
Figure 5.2: RMSE for the static Reflectivity domain at various parameter settings with least-squares weighted prediction.
Figure 5.3: RMSE for the static Reflectivity domain at various parameter settings with least-squares weighted prediction. Lines are attribute counts.
Figure 5.4: RMSE for the dynamic Reflectivity domain at various parameter settings without least-squares weighted prediction.
Figure 5.5: RMSE for the dynamic Reflectivity domain at various parameter settings with least-squares weighted prediction.
Figure 5.6: RMSE for the dynamic Reflectivity domain at various parameter settings with least-squares weighted prediction. Lines are attribute counts.
EDBN attempts to represent complex relationships. Similar results are seen when we compare to the mean predictor. For unweighted predictions, EDBN does not perform significantly better than the mean predictor only at one model or at low attribute counts. For weighted predictions, the behavior of one model is the same, and non-significant results only occur large attribute counts. This agrees with our hypothesis from Chapter 4 that increasing attribute counts leads to overfitting when using weighted prediction.

We compare our best unweighted parameter setting (10 attributes, 50 models, and 2000 training examples) to our best weighted parameter setting (2 attributes, 200 models, and 2000 training examples) using a one-tailed two-sample t-test and find that the weighted prediction performs significantly better \( (p = 3 \times 10^{-11}) \).

In the dynamic domain figures (Figures 5.4, 5.5, 5.6), parameter settings that are significantly better than the model predictions are marked with a triangle, and parameter settings that are significantly better than the persistence prediction are marked with a diamond. For unweighted prediction, we find that all parameter settings perform significantly better than the model prediction. We also find that EDBN only performs significantly better than the persistence prediction at higher attribute counts. For weighted prediction, we find that at model counts higher than 25, all attribute counts higher than 3 do not perform significantly better than either the model prediction or the persistence prediction. However, performance at 2 attributes is significantly better than the persistence prediction at high model counts. This reinforces our hypothesis that EDBN with weighted prediction overfits as model complexity increases and indicates that some form of regularization is needed.
We compare our best unweighted parameter setting (10 attributes, 1 model, and 2000 training examples) to our best weighted parameter setting (2 attributes, 200 models, and 1000 training examples) using a one-tailed two-sample t-test and find that the weighted prediction performs significantly better ($p = 2 \times 10^{-8}$).

From these results, we conclude that for both the static and dynamic version of the Reflectivity domain, EDBN performs well. Both the weighted and unweighted predictions can perform better than the model predictions and persistence predictions, but weighted prediction is the superior approach despite the problematic overfitting.

### 5.2 Variable Importance and Edge Counts

We report the variable importance scores for networks of 10 attributes and 2000 samples, due to this parameter setting’s effectiveness at non-weighted prediction. The top variables for static prediction are shown in Table 5.3. As we would expect, the forecast reflectivity is among the top variables, as is precipitable water. Similarly, the dynamic results (Table 5.4) are dominated by reflectivity. The only non-reflectivity variable is upward long-wave radiation flux, which is also found in the top scores for static prediction. This information, combined with our above prediction results, verifies our natural expectation that knowledge of previous reflectivity and reflectivity forecasts is important for predicting current reflectivity.

The edge graphs for static and dynamic reflectivity prediction are shown in Figures 5.7 and 5.8. As with our results in Chapter 4, these edge graphs are
<table>
<thead>
<tr>
<th>Variable</th>
<th>z-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Composite Reflectivity (Forecast Hour 1)</td>
<td>24.0</td>
</tr>
<tr>
<td>Composite Reflectivity (Forecast Hour 3)</td>
<td>21.9</td>
</tr>
<tr>
<td>Upward Long-Wave Radiation Flux (Forecast Hour 1)</td>
<td>20.7</td>
</tr>
<tr>
<td>Composite Reflectivity (Forecast Hour 2)</td>
<td>20.0</td>
</tr>
<tr>
<td>Upward Long-Wave Radiation Flux (Forecast Hour 3)</td>
<td>16.2</td>
</tr>
<tr>
<td>Upward Long-Wave Radiation Flux (Forecast Hour 2)</td>
<td>16.0</td>
</tr>
<tr>
<td>Precipitable Water (Forecast Hour 1)</td>
<td>14.7</td>
</tr>
<tr>
<td>Wind Speed (Forecast Hour 1)</td>
<td>11.8</td>
</tr>
<tr>
<td>Precipitable Water (Forecast Hour 2)</td>
<td>11.6</td>
</tr>
<tr>
<td>Precipitable Water (Forecast Hour 3)</td>
<td>11.2</td>
</tr>
</tbody>
</table>

Table 5.3: *Top 10 Variable Importance scores for the static Reflectivity domain.*

almost complete. In both graphs, the observed reflectivity is fully connected to the rest of the graph.

### 5.3 Vertically Integrated Liquid

In addition to the Reflectivity dataset, we also have observed Vertically Integrated Liquid (VIL) values for the same time period. Since EDBN performs well at reflectivity prediction, we anticipate that it will perform well at VIL prediction as well, and at similar parameter settings.

We colocated the VIL values with the Reflectivity examples by nearest neighbor. We ran a limited set of experiments to verify that EDBN performs well in a similar domain to Reflectivity, and to investigate how the variable importance
<table>
<thead>
<tr>
<th>Variable</th>
<th>z-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motion Adjusted Reflectivity (1 Hour Old) (Previous)</td>
<td>27.9</td>
</tr>
<tr>
<td>True Reflectivity (2 Hours Old)</td>
<td>23.1</td>
</tr>
<tr>
<td>True Reflectivity (1 Hours Old)</td>
<td>20.0</td>
</tr>
<tr>
<td>Composite Reflectivity (Forecast Hour 2)</td>
<td>14.6</td>
</tr>
<tr>
<td>Composite Reflectivity (Forecast Hour 1)</td>
<td>13.7</td>
</tr>
<tr>
<td>True Reflectivity (3 Hours Old)</td>
<td>12.9</td>
</tr>
<tr>
<td>Upward Long-Wave Radiation Flux (Forecast Hour 1)</td>
<td>12.9</td>
</tr>
<tr>
<td>Composite Reflectivity (Forecast Hour 4)</td>
<td>12.4</td>
</tr>
<tr>
<td>Composite Reflectivity (Forecast Hour 3)</td>
<td>11.8</td>
</tr>
<tr>
<td>Upward Long-Wave Radiation Flux (Forecast Hour 2)</td>
<td>11.7</td>
</tr>
</tbody>
</table>

Table 5.4: *Top 10 Variable Importance scores for the dynamic Reflectivity domain.*
Figure 5.7: *Edge graph of a subset of the attributes in the static Reflectivity.*

*Edge thickness indicates how often a pair of edges appeared in the ensemble, with the thinnest being edges that occurred 90% of the time and thicker edges occurring more frequently.*
Figure 5.8: *Edge graph of a subset of the attributes the dynamic Reflectivity domain.*
and edge graphs compare to those for Reflectivity. We do not vary training set size in these experiments, and instead fix it to 2000 examples.

Results for VIL prediction are shown in Figure 5.9. The best results occur at 4 attributes per network with 200 networks, using weighted prediction. As in our other results, overfitting can be seen in the weighted predictions as the attribute count increases. Similar to our unweighted reflectivity results, the difference between 1 model and 200 models is slight.

As both unweighted and weighted prediction achieve similar best performance, we do not compare unweighted and weighted predictions to each other. This gives 24 parameter settings, so we correct our $\alpha$ from 0.05 to 0.021. In Figure 5.9, diamonds indicate parameter settings that perform significantly better than the mean predictor. We find that only one parameter setting performs significantly better than the mean predictor: 200 models with 4 attributes per model. From this we conclude that EDBN performs better than the mean predictor for VIL. However, our results also indicate that VIL prediction using the Reflectivity dataset is difficult, as only one parameter setting does significantly better and 1 model ensembles and 200 models ensembles perform comparably.

The variable importance results for VIL prediction are shown in Table 5.5. All three values of precipitable water are present, which we would expect since VIL measures the amount of liquid in a column of air and precipitable water measures the amount of water vapor in a column of air. As in the reflectivity experiments, composite reflectivity and upward long-wave radiation flux are present. In light of the edge graph for VIL (Figure 5.10), upward long-wave radiation in particular appears to be important. In the edge graph, it is the only vertex that is connected to VIL, indicating that the relationship of the other variables to VIL is more indirect.
Figure 5.9: RMSE for VIL prediction.

<table>
<thead>
<tr>
<th>Variable</th>
<th>z-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upward Long-Wave Radiation Flux (Forecast Hour 2)</td>
<td>8.67</td>
</tr>
<tr>
<td>Upward Long-Wave Radiation Flux (Forecast Hour 1)</td>
<td>7.31</td>
</tr>
<tr>
<td>Composite Reflectivity (Forecast Hour 3)</td>
<td>6.71</td>
</tr>
<tr>
<td>Composite Reflectivity (Forecast Hour 1)</td>
<td>6.66</td>
</tr>
<tr>
<td>Upward Long-Wave Radiation Flux (Forecast Hour 3)</td>
<td>6.32</td>
</tr>
<tr>
<td>Composite Reflectivity (Forecast Hour 2)</td>
<td>5.58</td>
</tr>
<tr>
<td>Precipitable Water (Forecast Hour 2)</td>
<td>4.30</td>
</tr>
<tr>
<td>Precipitable Water (Forecast Hour 1)</td>
<td>4.21</td>
</tr>
<tr>
<td>Precipitable Water (Forecast Hour 3)</td>
<td>4.02</td>
</tr>
<tr>
<td>Surface Pressure (Forecast Hour 1)</td>
<td>3.61</td>
</tr>
</tbody>
</table>

Table 5.5: Top 10 Variable Importance scores for VIL prediction.
5.4 Echo Top

Finally, we also have observed echo top measurements for the time period of the Reflectivity dataset. As before, we anticipate that EDBN will perform well at echo top prediction. Data preparation and experimental design is the same as in Section 5.3.

Results for echo top prediction are shown in Figure 5.11. Overfitting is once again present in the weighted predictions, and the difference between weighted and unweighted predictions is minimal for both weighted and unweighted predictions. We follow the test procedure from Section 5.3, and we indicate significant parameter settings with a diamond in Figure 5.11. However, we find that all
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Figure 5.11: RMSE for echo top prediction.

parameter settings, EDBN does not perform significantly better than the mean predictor. As with VIL prediction, we conclude that echo top prediction using the Reflectivity dataset is a difficult proposition.

Despite the poor predictive performance, we can still use EDBN to investigate how echo top prediction compares to reflectivity and VIL prediction. The variable importance results are shown in Table 5.6. Once again, composite reflectivity, precipitable water, and upward long-wave radiation are all present. The edge graph is shown in Figure 5.12. Similar to VIL, echo top is only directly connected to the upward long-wave radiation flux vertices. Also of note is that convective inhibition and longitude are both absent from the reflectivity and VIL results, but present here, and in the edge graph they are connected only to each other. This indicates that they have a direct, definite, but weak impact on echo top prediction. Direct because they do not appear in the reflectivity and VIL results, definite because they are among the top variable importance scores for echo top, and weak because at the 90% threshold there is no edge from either convective inhibition or longitude to echo top in the edge graph.
Figure 5.12: *Edge graph of a subset of the attributes used for echo top prediction.*
<table>
<thead>
<tr>
<th>Variable</th>
<th>z-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upward Long-Wave Radiation Flux (Forecast Hour 3)</td>
<td>16.2</td>
</tr>
<tr>
<td>Upward Long-Wave Radiation Flux (Forecast Hour 2)</td>
<td>15.1</td>
</tr>
<tr>
<td>Upward Long-Wave Radiation Flux (Forecast Hour 1)</td>
<td>14.4</td>
</tr>
<tr>
<td>Composite Reflectivity (Forecast Hour 2)</td>
<td>12.9</td>
</tr>
<tr>
<td>Composite Reflectivity (Forecast Hour 3)</td>
<td>12.5</td>
</tr>
<tr>
<td>Composite Reflectivity (Forecast Hour 1)</td>
<td>10.7</td>
</tr>
<tr>
<td>Longitude</td>
<td>9.0</td>
</tr>
<tr>
<td>Convective Inhibition (Forecast Hour 3)</td>
<td>6.3</td>
</tr>
<tr>
<td>Precipitable Water (Forecast Hour 2)</td>
<td>5.6</td>
</tr>
<tr>
<td>Precipitable Water (Forecast Hour 3)</td>
<td>5.3</td>
</tr>
</tbody>
</table>

Table 5.6: *Top 10 Variable Importance scores for echo top prediction.*
Chapter 6

Conclusions and Future Work

We introduced Ensembled Dynamic Bayesian Networks, an approach that allows for the prediction of continuous random variables, the discovery of important relationships in a dataset, and the discovery of important variables for prediction. We have empirically shown that EDBN, in combination with learned weights on the individual network predictions, performs well on two real-world meteorological domains. We have also demonstrated that through variable importance and edge graphs, EDBN provides insights into the dependence relationships within a domain. EDBN is able to predict rainfall better than the mean predictor, and is able to predict reflectivity better than the model predictions, the mean predictor, and the persistence predictor. Our results indicate that EDBN is capable of performing well in large domains featuring many variables and complex relationships between those variables.

Our current approach features learned weights that are prone to overfitting. As discussed in the results, regularization is a likely solution to this problem (Breiman 1998). Instead of using linear least-squares regression to learn our weights, we could use ridge regression (Hoerl and Kennard 1970), LASSO regression (Tibshirani 1994), or some other regularized method. These approaches include extra terms when learning weights which penalize complex models. This penalization helps to prevent overfitting to the training data.
As we have shown, EDBN handles continuous data with nonlinear relationships well, but has no way of working with discrete random variables. Utz (2010) demonstrated that discrete Bayesian Networks can be ensembled effectively, and so a natural extension of EDBN would be to allow for hybrid networks. Hybrid networks are Bayesian Networks that contain both discrete and continuous variables. However, this would come at the expense of more difficult structure learning, parameter learning, and inference.

The fact that EDBNs are Gaussian Mixture Models suggests that expectation-maximization (EM) could be used to learn the parameters of an EDBN. This could eliminate the need for least-squares regression on the whole ensemble. Preliminary work indicates that EM performs well on small datasets, but overfits on more complex domains. We hypothesize that this could be overcome by learning ensembles of EDBNs trained with EM. Since EM learns all parameters for an ensemble simultaneously, the individual networks become dependent on one another. Ensembles of EM EDBNs would result in a top-level ensemble that consists of independent models.

In this work, we performed structure learning by finding a skeleton with the Fast Adjacency Search and then using hill-climbing to find a locally optimal network that matched the skeleton. Many other structure learning algorithms exist, and it would be interesting to see the effect of using other structure learning techniques on the performance of EDBN. In preliminary work, we implemented the Max-Min Hill Climbing algorithm (MMHC) (Tsamardinos et al. 2006), which resulted in worse prediction performance. While we did not perform full experiments, and thus cannot claim that FAS is better than MMHC for EDBN, these results do indicate that the specific structure learning algorithm can have a meaningful impact on prediction performance.
Finally, EDBN could be extended to include spatial information and relational information. Both domains discussed in this thesis implicitly included spatial and relational information that we ignored. For example, we would expect that the amount of rainfall in one location would be useful knowledge for predicting the rainfall at a nearby location. Bayesian Networks have been applied to spatial domains before (e.g., Dereszynski and Dietterich 2011), and such an approach could be extended into an ensemble of networks. Knowledge of relations, such as whether a storm is nearby another storm, is also useful. Bayesian Networks that are capable of representing relationships have been developed (e.g., Maier et al. 2010; Jaeger 1997), and could also be ensembled in the much same way that EDBN is.
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